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Abstract

The use of graphics workstations in NASA's Numerical Aerodynamic

Simulation Program is discussed. The NAS workstation environment

consists of over 30 Silicon Graphics Inc. graphics workstations

networked to a Cray 2 and other computers via both HYPERchannel

and Ethernet. Present application software is described with

particular emphasis on distributed graphics between these

workstations and the Cray 2. A video tape illustrating a typical

distributed application is available. Present and desired data

rates are discussed. An attempt is made to extrapolate this

experience over the next few years.



I. Overview of the NAS System.

NASA established the Numerical Aerodynamics Simulation (NAS)
Program at its Ames Research Center with three principal goals in
mind :

I. provide national computational capability to insure
continuing leadership in computational fluid dynamics (CFD);

2. act as an agency pathfinder in the integration and use
of large-scale computer systems through the use of
state-of-the-art computer hardware and software technologies;

3. provide a strong research
Aeronautics and Space Technology.

tool for NASA's Office of

The NAS System is described in greater detail in ref. I. Here

only those features of NAS relevant to graphics workstations and

supercomputing are discussed. Figure 1 shows all the computers

associated the NAS System and how they are networked together.

The Cray 2 has a 4 nsec. clock and 256 million 64-bit words (2c)00

million bytes!) of main memory. The four CPU's can obtain a peak

speed approaching 1000 MFLOPS for vector calculations. Connected

to the Cray 2 are many Silicon Graphics "IRIS" workstations.

Both HYPERchannel and Ethernet are used. An ever increasing

number of remote sites are connected to NAS over terrestrial

lines ranging from 56 to 224 Kbps. For the last two years, NASA's

Langley (LaRC) and Lewis (LeRC) Research Centers have had IRIS

workstations connected to the NAS System.

If. Workstation Requirements for the NAS Program.

The NAS graphics workstations were

procurement in the spring of 1984.
were as follows:

chosen through competitive

The principal requirements

I. stand-alone CPU with VAX (780) performance

2. real-time, dynamic graphics capability

3. large disk space

4. good, direct communications to the Cray

5. capability to make video animations

6. tools to _ade "journal quality" output

These requi rement,:s are no doubt common to al I potential

workstation users. The second one was oF particular interest in

that it distinguished this workstation from the vast number of

commercial workstations available then. While bit-map gr-aphics

was common place ,-_mon,1 _iorkstations, the require.lent called for

the capability t,_-) manipulate graphics objects in near

real-time. Today !ilnere _,re still orily a small number of vendors

_ho can deli ver thi s capabi I i ty i 17 a _or kstati on environment.

HAS ,._s_.:+rs.:._r-e-Far l..he ,,,ost KJart worl;:i ng ir_ <__r,,._re_i referr__d to as



computational fluid dyanmics
solve the differential equations
understand flows over real istic •
Historically fluid dynami cists
photographs using a wide array of
salient features of the flow. The
particularly natural step for
supercomputer provides him with a

(CFD). This discipline attempts to
of fluid flow numerically to

three dimensional objects.
have studied flows with

techniques to visually enhance
use of computer graphics is a

the CFD scientist. The
"wind tunnel" to perform his

numerical simulations; workstations with dynamic graplnics
capability provide him with numerical ÷low visualization. Such
applications are well described by Buning and Steger, ref. 2.

III. Description of Present Workstation Hardware.

A block diagram of the NAS workstation is shown in Fig. 2.

Silicon Graphics, Inc. (SGI) refers to it as the IRIS 25c)0 Turbo

workstation. "IRIS" stands for "Integrated Raster Imaging

System" Tlne Motorola 68020 chip and the Weitek chip set give the

workstation floating point capability greater than that of a VAX

780 with floating point assist.

The unique feature of the IRIS is the Geometry Engine (TM). It

consists of 12 VLSI chips which perform the floating point

calculations needed to transform, project and clip geometrical

data -For display on a CRT. The IRIS performs transformations at a

speed which requires Geometry Engine performance in e>:cess of 10

MFLOPS. Some rendering of the graphics, including z-buffering

(Inidden surface) and smooth shading, is also done in hardware.

The 32 bit planes of 1 Kb by 1 Kb resolution display memory can

be configured in several ways. For animation two buffers of 12

planes each are used in a "double-buffer" mode. Full RGB color is

obtained by using a single 24 bit plane buffer. Hidden surface

removal is provided by using 16 planes for a z-buffer and 16

planes for color.

In addition to the usual compliment of RS232 and Ethernet ports.

the IRIS also supports a HYPERchannel interface. This is simply a

multibus board _nade by IKON (Seattle) which emulates a DRIIW, an

interface whicln permits connection to a Network Systems Corp.

(NSC) A400 HYPERchannel adapter. This interface permits the IRIS

to have direct communications to the supercomputer. A four trunk

A4;]:) cost about $80K andcan support four IRIS's. The connect cost

"" _.z.K, including the IKON interface.per IRIc_ is thus .......

IV. The Nel:work Environment.

Th,_r-e are three principal networks associated with the NAS

system. Fhe local area network base(l on Ethernet ] in_:s at 1

co,rqn_ut:ers with the exception of the sup_rcomputer. Cray b!ill _o

doubL ,,-__ke Ether-net access available _-eal _-oon now. The lack of

:,n EtlT,_r-;_e!- [rit,._r'-Face Iio the Cr-av ,:,rid the requirement for ,JirecL

•_,.cc_::ss (.-,+al I co;,,_:uters to the ._:.L_per-c::omputer ].,ec{ds natura[ l? t,.)



the use of NSC's HYPERchannel product. Both these LAN's connect
computers located within the NAS Facility as well as to computers
located in other buildings located at Ames. These campus wide
connections are made via fiber optics, repeaters, and bridge
connections for both Ethernet and HYPERchannel.

The long-haul or wide area network, NASnet, provides Ethernet
access For- over 70% of NAS users. This network connects the local

NAS Ethernet to remote site Ethernets via Vitalink TransLAN

communication bridges. The necessary terrestrial communication

links are provided by NASA's newly implemented Program Support

Communication Nel-work (PSCN). This long-haul network Inas been in

a prototype mode for over two years now. In particular-, IRIS

workstations located at Langley (LaRC) and Lewis (LeRC) Research

Centers have Ethernet access to the NAS network.

All the computers at NAS run tcp/ip communication protocols. In

addition Berkeley style networking commands are supported on all

systems. Tinis greatly facilitates the addition of new computers

to the network. Tine use of internet protocols provides remote

users transparent access to the Cray 2 via Ethernet-HYPERchannel

gateways.

V. The Cray 2 as a Graphics Coprocessor.

In the foregoing sections: the tools for large scale scientific

computinc_ have been described. These are supercomputer, ..;raphic_

_orkstation and the communications linking them. An application

prcJgram known as RIP .... remote interactive particle tracer ---

was wr i tten at Ames to use these tool s to inor ease l-he

productivity of CFD users. The UNIX and communications system

issues associated with RIP are discussed by Choi and Levit,

re_:.3; two specific applications, RIP and PLOT3D: are described

by Rogers et al. in ref.4.

Figur e 3 i I I u s!:rates the RIP application. It involves two

processes, one on the IRIS and one on the Cray 2. Tlnese processes

co,,nunicate river Ethernet (-Jr HYPERchannel using tcp/ip protocols.

The process on the IRIS controls a graplnics data base for the

object under study such as a space shuttle or new fighter desic!n.

the IRIS can rotate and zoom through this data base in near e'-eal

Lime, completely ir,depender, t of the (]ray. The IRIS als_ provides

the prir_cipal J.nter._ace to the user ].r_ tlnis application. The

<,rocess on Lhe Crav 2 ,:on_ir-ols hl_e .::_olut. i c)r; data base i:of Lhe

,jb_(.=:.(:t L,.rlcle-_r- -._;t-u,::Jy. Tills dal:a base is the r-e[su].{: c,.,': t.=_olvi, rtq
par t i ,--:1 ,J :L f -F_r-en t :i ,:._1 e ,1,.t,-*t i on s wh i ,:: h d e sc r Ll::,e F 1 u :i d I: I cu,,. [ t _ s

I:'/picaI]l .'_;ql_1[-.: .i.li _+:.iz_::_ ,:tfilLI Fequ..i. red 1 to 20 hours o_ Cr,_,, I-j,_e-. to
,:al cul ate.

/i_:-:. CFD .-c:i. eF, l:i!=!: ,.iise_ I:_II-' by iridJ, c:a!:inq with the mClL.lSe ::_ p(:)_nt
.31] C)i- ii._:,::t;- f. lq,_." i31::Ji e,::t ,,_ti,-er-e ti,_ c.,(:,_.l],d i i l::e to r-e.! e_._.-_-.e a Pest

p.=., __; ,:: i e. rl-,,-:: i;,3 1 t., I [ ,Dli ,Ji:_t:r._ [::,E_t4t.• Il.::_!S t:.l-I,:e i I]t;,:)r,-nat i Oln !1o --how }_1 ,_

i-_c-._ _:I-i*_:_ L,.._sL i__ai"tic:le _]o_.lt-: ;_!:_,E_t th,-? ob]_-=.ct. (,!h,-:.r-, he c].]_:k_: th:<.



mouse: the location of the point is sent to the Cray. It in turn

interpolates through the solution data base to figure out where

the particle will flow. This technique is referred to as particle

path tracing. Tlne Cray 2 is very useful for finding particle

paths. The search procedure is CF'U intensive, and the data base

is 50 MB or !arger. While particle tracing can be carried out on

the workstation, the process would hardly be considered

interactive. In roughly 1/10 of a second., the Cray returns to the

IRIS a series of perhaps 400 short vectors which geometrically
define the particle trajectory.

In a matter of minL:tes the CFD user can define and build up a

visualization of the flow field over the object of interest. At

_ny point he can rotate the ob:ject and the traces to study the

flow from different orientations. In this way I:e can correlate

what happens ir; one area of flow with another. RII =' provides him

an interactive tool with which to visualize, to explore _-he

results of his flow field calculation. Since RIP sends display

li_t information, not image data, to the IRIS, all vieNing and

manipulation o4: geometry and traces is done independently of the

su.percomputer.

A video tape illustrating how RIP ,.4orl.::sis available upon written

request.

VI. Data Rates

RIP can be effectively used by remote users since it does not

send hugh amounts oF data to the user"s workstation. One t:race is

typically made of about 400 vectors. The tip o_F each vector is

defined by 12 bytes (x:y,z). Another 3 to 4 bytes are needed for

,-on Lrol and color it;formation. At 15 or so bytes per' vector, one

trace amoun Es to about 6 ki iobytes (KB) of data to be

t0-,._1_smiI"tecl. This takes about 1 se(:ond a li 56 Kb/s arid 1/30 second

at 1.5 Hb/s. For most u.sers an intera(ztive response corresponds
to i/4 second or faster.

The problem with particle traces is that they only reveal a

fracLion of infor-mation available in the simulation. In two

dimer_sions CFD scier;tists often use cot,tour- plots of density or

rl__cl; nu.mber ro gain a mor'e detailed insight into: (:he natL_r-_-_ (z,f

lihe l:low ..Field. S,_::::h plots c:an be thought ,.:)f :3.5 beiri,.# made c:,f
,,,any traces, typically ,::in the ,.::,rder- of 40 (:0 1_]0 traces. [l_ i:.hr-ee

,J :L if|r'FI 9_ i ,.3n _5 LI E4E._tS I-,,.._W ".5('aC k 2D K: Oli t.our pl :]LS. II-J t iille iilc_q- e

fsc:,pl"_i:st:i.c,:.,ted visu,_4, liz_,tJ.c:,l'i tecl",L_iques _4ill be developed. Fc, r i_ow

L,J;,i, ,-,:;_i, ___s(ii,,at-e L.I]_,.t !-t_e _:,.quJ. va].er_t of abouP_ 1000 Lr-aces ;4!ill be
LJivt.,J. red. F&'c:,u:4h1 y r.l:,eak :i.nt::,' EI;en CI--D u.sers ix._c._u.iCJ I i ke E() v J..=.t,J

LIi,,_Lr cl,J. La .-Ji!.1, .:2.:i_gl,:._ gr{-,.phic:..s "i"l"atiiE._S _:(:3rr(-:,si.pon(:til_g t,3 _).[)__H.tl:: L.q"ie

,,,_,l.--d::,yl:e ([ I.IB.) oF ,.Ir-aphic_, data. .Such ....,ie:,ws _*_ou:l.d _"equ:_re :.1.5
illlllO.lL,::]S 12,::) I:r'_ili'LEHi:[ I-- alL: 5(_,l::b/_: (:}r- ._l::)c:,u t: 5 _-;eizQnd_-_ at. _. 5 fib, s.

l'l',,-.:_'__:? 1.,K,_._i]d_ iJ,.?liEl L£,=:-: ( £ IU:::) ::,r_-.- inLldll iii()rB2 !:ypi(::al ,_3_: _.Jliat !:he

__'.F_) ::(:: i.,_r-_l i _-:1: ,._ul_t 1 i I __. !:u sLi_dt,' [l_t:er ,_:,±:t i _21 ./. .ri.i t.hi -s r _q._,r-,j

;'," [;:' i 5 :, ,_:,..,lii!.)i'-C::,nil :--,:' _,liCJ _#. -7"OK'_l..Irir/i.t(_ _ ::.i LL.tC_'l:l(:,n. FhQ Iip'i:) -ci,__l-lf.l. 51-



can get some very useful information from the particle traces.

This technique may very well be of little or no use to the

visualization of other physical problems.

The visualization requirements discussed so far correspond to

steady state flows where the flow field is independent of time.

The are no end (if unsteady flows which the CFD scientist would

like to study. As a dramatic example of such a flow, consider the

problem of store separation from a highly manuverable fighter. In

many cases new store designs or new tactics lead to the store

destroyi, ng a portion of the aircraft wing. The study (if such

plnenomena is experimentally very expensive. The time dependent

nature of this flow is clear. To visualize it would require

hui[dreds of time st_ps, with each frame requiring 1 MB or so of

data as discussed above. The motion of various components of this

flow relative to one another is a critical feature of such a

problem. This requires animation on the order of 10 frames per"

second. This sort of application thus requires data rates on the

order of 10 MB/s.

As in other applications, the CFD user also wants the ability to

rotate, zoom and pan through these images either on the fly or in

a temporarily paused state. The work of Winkler et al. at Los

Alamos, ref. 5, illustrates the power of animating CFD results at

rates of 6<) Mb/s. In this environment graphics images are stored

on ,nagnetic disk and transferred as quickly as possible to a

frame buffer, providing animation of about 15 frarnes per second.

This approach, Inowever, does not per,tilt the user to interact with

the visualizatior[. New external bus technology, such as that of

the Ultra C-orp., r'ef. 6., gives the promise (if streaming data

from the supercomputer itself to frame buffers at the rate of 100

MB/s. In this case interactive control can be gained with

appr-opriate software on the supercomputer. This would constitute

the worId:s most el:pensive graphics workstation!

'.;II. Concludirig Remarks

An example of a distribt, ted scientific graplnics application known

as RIP was discussed. This application uses a graphics
workstation Tot (:he display and control of (ge()metrical data and a

super computer for CF'U and memory intensi,+e rendering oper-atior_s.

t-Jrjt"l-::st-ati,-,n arHJ super computer processes _re ,.-l,_sely coupled with

::A:ar_dard networkin£j soft_.Jar-e based on _:(:P/iF, protocols. The use

,:,f ,i, tec:hn :i que r(_+ erred to as parti,-I e I_r ac :i r_,:_ keeps data
l:ro.lqSii]i E_si OI-i to a H,i I-limLtlii. Th.l S i n tLtrn mak(.--:,.-__R IP a ,,iab Ie tool

_of r-,z.:_mc)Legr_:,pl_].c_:,_,,orkstati,Di', users,

,-_s LJiscL,!s!i_ed above i!: i,_ evider,t that .__ppllcatlons such as RIP

,:-:u; iJe ,.:lU:i. _-e sL,.cc_;,._z.st'u.l i r, wid,::_ area I"l{-:;,tibIC_"k!3 ru_)ninci at T L.

A].l_.i,cc, u,:::lh ..Fa_:t,_r- v-a(:,=.s _.re al_4avs (:Jesl, ,_bl,=. a trL:].., r-,.._bt,.st T1

F,,., I:,_,:,r k ,..J<,,..tI ,.:I I_ ,_._t ,:,i, 1 y I_ _:__"_(J 1 ,:'.:' i':;::(F'-_!i: L ., I _ __,p p I. i ,: -",I::.LO n '_, :__: _ c!L.,.1 d

• I:.._C_ ii,_I'iFi] I-. E.]..::£'_L:,Iv: ::+C:,].t._._-IC:,17 _:)J_.?E. I.,::_ I_E" "::+lil[:,I[:l,:.CI L!:, I_lq,2 r,'-,,,,ote
,.t.._+,-:.I ' i 41 I:_:: ;: L,r ,r,t:::,l-_2 .1_;_ I +,:t!_t<2 t :L +:,:.' -il:n.u.dl,/. '.l 't"9 +'+C,r'_J r-,::,Iz, t.ti5 L + iZ. "]EPP"+



import. Scientific users want to move large (50 MB) files

routinely to and from their home sites. The impression of many

users with regard to today's existing 56 Kb/s networks is that

they work fine for mail but are less than adequate for moving
files.

While TI networks may be suitable for the next few years, there

are several factors pushing for greater capabilities. As graphics

workstations become more common place, scientists will develop

new techniques (2) to visualize their science. These techniques

will require wide area rates in access of 1MB/s. There already

exist examples (5) of applications where local rates of over 60

Mb/s have been achieved. Graphics workstations in the next few

years will be enhanced significantly in hardware capabilities.

Multibus will be replaced by VME. Processing speed will go from

the I MIPS regime to I0 MIPS or better. In stead of lOOK vector

transformations per second, there will be systems that transform

300K polygons per second including z-buffering (hidden surface).

The advent of 4 Mb RAM chips will bring display memories of 256

bit planes. It is clear that future graphics workstations will

have the fast buses and large memories needed to handle intensive

supercomputer output. The question is whether future wide area

networks will have the hardware and software capability to

sustain communications between future supercom0uters and graphics
workstations.
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